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Abstract: We report a protocol that takes advantage of the Fourier lightfield microscopy concept
for providing 3D darkfield images of volumetric samples in a single-shot. This microscope takes
advantage of the Fourier lightfield configuration, in which a lens array is placed at the Fourier plane
of the microscope objective, providing a direct multiplexing of the spatio-angular information
of the sample. Using the proper illumination beam, the system collects the light scattered by
the sample while the background light is blocked out. This produces a set of orthographic
perspective images with shifted spatial-frequency components that can be recombined to produce
a 3D darkfield image. Applying the adequate reconstruction algorithm high-contrast darkfield
optical sections are calculated in real time. The presented method is applied for fast volumetric
reconstructions of unstained 3D samples.
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1. Introduction

Darkfield (DF) microscopy is a well-established technique which provides an image of the
light scattered by the specimen, blocking out the unscattered light. This technique produces a
high-contrast image of the sample details on a dark background, without the need for staining
or for special preparation of the specimen [1–4]. The implementation of DF only requires an
illumination beam with a radially oblique distribution, in such a way that the light scattered by
the sample is collected by the microscope objective (MO) whilst the illumination beam is blocked
out by the aperture stop (AS). Due to its ease-of-use and straightforward implementation, DF is
a powerful tool for the inspection and monitoring of different bacteria [1–2] as well as for the
analysis and characterization of different unstained biological specimens, such as microtubules
[3], red-blood cells [4].
In this manuscript, we combine the benefits of DF with Fourier lightfield microscopy

(originally named as Fourier integral Microscopy – FiMic) [5,6]. FiMic represents a variation
of the standard lightfield microscopes (LMic) [7,8] in which a microlens array located at the
image plane performs a sampling of the spatio-angular content of optical rays emitted by the
sample. Lightfield microscopy has been shown as a powerful technique for fast recording and
reconstruction of 3D volumes [9–10]. On the contrary, in FiMic a lenslet array (not necessarily
microlenses) is located at the (AS), or at a conjugated plane of it, allowing the direct capture of a
set of different orthographic perspective images (named here as elemental images) of the sample.
The main advantages of FiMic over LMic realizations are: (a) The elemental images (EI) are
captured directly, without any need of additional processing; (b) Each EI covers a large field of
view, then, at the region of interest the system is linear and shift invariant (LSI), this permits to
define a single PSF for the whole specimen making possible the easy application of deconvolution
procedures [11]; (c) The conflict between the wave-nature of light and the lightfield concept is
avoided, then both the lateral resolution and the depth of field are largely increased.
Different approaches can be applied to refocus axial planes of the sample [12–14], to obtain

optical sections [15,16] or even to display the 3D sample in a multi-perspective monitor [17].
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The FiMic optical configuration is especially well suited for the implementation of a DF mode,
since the lens array is placed at the Fourier plane where the background light can be filtered out
from the light scattered by the sample. In what follows, we will use the acronym DFiMic for
naming the darkfield Fourier lightfield microscope.

2. Darkfield Fourier lightfield microscope

Starting from the FiMic architecture, there are mainly two ways of implementing the DF mode
(see Fig. 1). The first method is based on the use of an illumination ring (see Fig. 1(a)), which
projects onto the sample, by means of a condenser lens, a distribution of mutually incoherent
plane waves whose propagation vector αill falls in a cone. Then, the light diffracted by the sample
is collected by the AS whereas the undiffracted light is blocked out. Hence, the lens array collects
only the light that has been scattered, or diffracted, by the sample. As a consequence, any lens
is capturing not only a different perspective of the sample, but also different spatial-frequency
content of the scattered light. The EIs can be computationally recombined by using standard
lightfield refocusing algorithms in order to obtain DF volumetric reconstructions of the scattered
field. The main condition for efficiently performing this method is illuminating with a cone of
light of an angle superior to the numerical aperture (NA = sin α) of the objective. Hence, the NA
of the system is limited by the convergence angle of the illumination (NAill).

Fig. 1. DFiMic schemes use a relay system, composed by L1 and L2, to conjugate the
microlenses with the AS, and an adequate illumination beam. (a) Based on the use of an
illumination ring; and (2) Base on a plane wave illumination and post-filtering out the central
EI.

A second approach is based on the use of a plane wave in such a way that the background
light is exclusively collected by the central lens of the array whereas the rest of lenses collect
the light scattered by the sample. Considering the central lens as a spatial filter, a DFiMic
reconstruction can be achieved by omitting the information captured by it in the reconstruction
process. This has been represented in the layout (see Fig. 1(b)) by drawing a virtual stop, which
accounts for the removal of the light collected by the central lenslet. In this case there is no
limitation regarding the NA of the microscope objective as the unscattered light is filtered out by
the lens array. Consequently, this approach provides a better lateral resolution compared to the
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standard method. Although this method is feasible and avoids the limitations due to the numerical
aperture of the objective, it has as main drawback because in practical realizations the central
lens collects most of the light. Taking into account the limited dynamic range of the detectors,
the number of photons collected by the external lenslets is several orders of magnitude smaller
than those collected by the central one. Consequently, the effective dynamic range of external
EIs is strongly reduced due to the saturation of the central image. This effect could be prevented
by manufacturing a lenslet array in which the central lens is blocked with an opaque stop.

Taking into account the easier feasibility of the illumination through the ring and the technical
limitations of the second method, this manuscript will be focused on the description and practical
implementation of the first approach.
Provided that the DFiMic system captures a collection of high-contrast perspective images,

each with different spatial frequency content, and blocks out the background light in a single-shot,
the standard reconstruction algorithms can be applied to perform volumetric reconstruction of the
scattered light. One possible method is the use of a backpropagation algorithm [13–19], which is
based on proper shifts of each EI with respect to the central EI and the normalized summation of
the resulting fields. Different refocusing planes are obtained depending on the amount of shift
applied to the EIs. A recent algorithm [16] based on the shift and normalized multiplication of the
EIs has shown the capability of the FiMic to produce, by computational means, optically-sectioned
depth images in case of sparse fluorescent samples. This algorithm, known as shift and multiply
(S&M), although designed for its application in fluorescence regime, can be applied successfully
in other regimes, provided that the elemental images show, mainly, sparse scatterers over a dark
background. This is the case is of DFiMic, which in case of sparse samples, produces a collection
of high-contrast images of the specimen with a dark background. It must be mentioned that an
alternative approach based on a time-multiplexed capture of images with different illumination
angles produces a similar result in terms of a multiperspective collection of DF images from that
can be computationally combined to produce multiple refocusing planes [20]. However, that
method cannot work in real time or with dynamic scenes.
It is important to notice that this variation in the illumination mode of the FiMic does not

change the optical parameters of the microscope such as lateral resolution (ρ) or depth of field
(DOF). In particular, the lateral resolution limit of the DFiMic is the same as the FiMic, which is
given by [6]

ρDFiMic =
λ

2 NA
K

being K the number of EIs in the corresponding transverse dimension and λ the illumination
wavelength.

3. Experimental verification

In order to show the feasibility of a DFiMic, a prototype was built using the following components:
a tunable illumination ring that combined with the condenser lens produces a cone of light with a
convergence angle (NAill) ranging from 0.1 to 0.25, a microscope objective (4× NA=0.2 Nikon),
an optical relay of lateral magnification M = −0.375 composed by two achromatic doublet lenses
of focal lengths f1 = 200 mm and f2 = 75 mm (Edmund Optics), a lens array consisting of a
set of lenses with focal length f= 7.94mm and radius equal to 1mm (APH-Q-P1000-R3.63
manufactured by AMUS), and a CCD camera (Imaging source DFM 370UX250-ML) with
2448 × 2048 pixels of 3.45 µm of size. With this setup, and according to the formulae reported in
[6] it is possible the capture of EIs with resolution limit ρFiMic = 12 µm.
As stated before, DF requires an illumination beam such that NA<NAill. Otherwise, the

unscattered light is not blocked out. In a preliminary experiment a high-resolution negative USAF
1951 test target was used as sample. In Fig. 2 we show the elemental images captured with the
DFiMic, but adjusting the illumination to two cases: (a) NA>NAill=0.1 and (b) NA<NAill=0.25.
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In the first case, Fig. 2(a), the projected ring is slightly smaller than the AS. Note that only
the lenseslets illuminated by the ring provide perceivable images. The inner elemental images
are so dark that cannot be used for the post processing. On the contrary, in the second case
(Fig. 2(b)) the projected ring is slightly larger than the AS. Naturally, this image is darker, but
all the elemental images are sufficiently illuminated and store the expected perspective and
spatial-frequency information.

Fig. 2. DFiMic images captured by using an illumination ring of divergence angle: (a)
Smaller than the numerical aperture of the microscope objective (NA>NAill); and (b) Higher
than the numerical aperture of the microscope objective, (NA<NAill).

Next, we used Fig. 2(b) as the input for two different reconstruction algorithms: the standard
shift and sum (S&S) and the recently reported S&M. These algorithms permit the calculation of
refocused images in a number of planes perpendicular to the optical axis (and, naturally, parallel
to the USAF). In this case the sample is two-dimensional. Thus, the most important plane is the
one that contains the object, shown in Fig. 3. Both algorithms performed equally well in terms of
the lateral resolution: the last group of the test to be resolved is the 5-1 (marked with a red box in
Fig. 3), determined from the contrast of the profiles in Fig. 3(c). This group which corresponds
to a resolution limit of 15 µm. Note that this value is close to the lateral resolution predicted by
theory (12 µm). As expected, in the (y, z) meridian sections shown in Fig. 3, the S&M shows
better optical sectioning capability.

Fig. 3. In-focus plane and axial cut of the 3D stack obtained for DFiMic images by means
of (a) S&S algorithms and (b) S&M algorithm. (c) Profiles of the 5-1 group (marked with a
red box in (a) and (b)) of the USAF test for both algorithms.

Once verified the feasibility of DFiMic, we performed a second experiment aiming to show the
capability of capturing 3D images of transparent sparse samples. We used a sample consisting of
soap bubbles floating in water. A DFiMic image obtained with the prototype is shown in Fig. 4(a).
Clearly, the EIs are appropriate for the application of the S&M algorithms as the bubbles are
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sparsely distributed over the volume, the scattering is produced in their outer surface, and the
background is dark.

Fig. 4. EIs images of bubbles floating in water obtained with the DFiMic. In the inset we
show the enlarged copy of one of the EIs.

Using those EIs as the input for the S&M algorithm we calculated the stack of optically-
sectioned refocused images. The execution of the full algorithm, which allowed the calculation
of 25 z-images took 375ms. Thus, although in this case we have used a static sample, the
DFiMic clearly can be used with dynamic specimen. From the z-stack a rendered 3D volume of
2.3×2.3mm in the transverse directions and 1.05mm in the axial one was created, see Fig. 5. It is
interesting that the optical-sectioning capability of the proposed protocol permits the immersive
observation of this 3D transparent sample.

Fig. 5. Two frames of Visualization 1, a rotating movie with the 3D render of the bubbles
sample. The color bar represents intensity values in arbitrary units.

Finally, we went a step further and applied the DFiMic for obtaining the 3D image of a bleached
zebrafish embryo embedded in agarose as sample. In Fig. 6 we show the EIs. Then we proceeded
as in the previous case, and calculated the z-stack. The resulting orthographic views and the 3D
reconstruction based on the maximum intensity projection of the z-stack are represented in Fig. 7.
Again, the utility of our protocol is apparent, since it permits to capture the 3D structure of the
zebrafish in real time after a single shot.

https://doi.org/10.6084/m9.figshare.12789860


Research Article Vol. 28, No. 21 / 12 October 2020 / Optics Express 30518

Fig. 6. EIs of a bleached zebrafish embryo captured with the DFiMic.

Fig. 7. (a) Orthographic views of the zebrafish extracted from the projection of the z-stack
calculated from the EIs (real-color) and (b) Two frames of Visualization 2, a rotating movie
with the 3D render of the zebrafish sample. The color bar represents intensity values in
arbitrary units.

4. Conclusion

We have demonstrated the application of darkfield imaging to a Fourier lightfield microscope.
The system, named here as DFiMic, permits the capture in real time of 3D sparse transparent
samples. Interesting features of proposed DFiMic is that it provides optically-sectioned images
in real time. Thus, it can be used for imaging static and also dynamic unstained samples. To
demonstrate the utility of our proposal, we have performed three experiments in which we have
produced single-shot volumetric reconstructions of 3D samples.
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