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Agenda

* Defining the Edge

* Introduction to ZEDEDA

* Introduction to SUSE-Rancher

* ZEDEDA's Kubernetes Integration
* Demo

* Q&A
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Rise of the Edge...

By 2022

75%

Data Processed
At the Edge

Gartner



Evolution in a Connected World

Internet of Things Edge Computing [rust Fabrics
20715 Now Future

Cloud/Network

On Premise

M B 3 EE

* “Connect” Era « "Compute” Era « “Confidence” Era
* Trusted Cloud Computing « Cloud-Native “Everywhere” * Interconnected Ecosystems
 Big Data * Artificial Intelligence « Ambient Computing

Focus for Project Alvarium in the
Linux Foundation. See the vision at

https://alvarium.org.




The Edge is the Last Cloud to Build

Field Devices/Assets/Users — Djstributed Fdge

Cloud Edge

Centralized Cloud

© 2021 ZEDEDA, INC

Driving Factors

Bandwidth
Cost

&,
=
.KL@

Latency \/ Security/

Privacy

Use Cases

loT
Al
5G/CPE

Security

Source: LF Edge June 2020 taxonomy white paper
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https://www.lfedge.org/wp-content/uploads/2020/07/LFedge_Whitepaper.pdf

The Distributed Edge Solves Myriad Business Problems

(several are already ZEDEDA customers)

Predictive Analytics Wireline Analytics Industrial Network Threat Detection

Smart Industrial Machines
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Edge Deployment Patterns

Use Cases:

1. loT Edge Gateways 2. Security Nodes 3. Workload Consolidation 4. Edge Networking
Data ingestion, normalization Root of trust, network segmentation, Single and clustered edge compute for e.g. CPE, Private 5G, NFV, SD-
and analytics OT/IT protocol inspection, etc. SCADA, HMI, Historian, Edge Al, etc. WAN, Firewall

P e EXAMPLE ZEDEDA
OT Networks IT Networks

oup Pe¥ PUDEREEE P | susiessors

ERP, CRM, ETC.

-

OT/IT WORKLOAD
CONSOLIDATION
Level 3: Management

/ SECURE
sC / DA NETWORK OT/IT WORKLOAD =
m m m ol Nosesvotabi ¥ NETWORK O} NeTworks §
CONSOUDATION
PROXY
Level 2: Operations APPLIANCE

loT GATEWAY
MOTION PLC SEQUENCERS CNC 1M1

SECURITY

Level 1: Control OT ENGINEERS (e.g. PROCESS, QUALITY) NODE

SENSORS | DRIVES /0 NSTRUMENTS JCONTROLS

Historically isolated from IT netwaorks for uptime, security

1L Level O: Field Devices
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Cloud Agility for the Distributed Edge

® Flexible, cloud-based orchestration
solution for distributed edge
computing

® Secure deployment of choice of
hardware and app, with any backend

® Leveraging open-source EVE-OS from
the Linux Foundation - the “Android of
the Edge”

® Sold as a “pay-as-you-grow”
subscription

Architecture Whitepaper
Security Whitepaper

® Open ecosystem of software, hardware
and services providers

: Z=D2DA
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https://drive.google.com/file/d/15cee7lmNfOyQTc7sIDqH8vjDV4yFi40l/view?usp=sharing
https://drive.google.com/file/d/1YWjunGTKuuuDa2QtnrnCjRCXJ9q89xAa/view?usp=sharing

Solution Detalil

ZedCloud Subscription Service EVE-OS for Edge Nodes (OSS)

Any Enterprise Application

65% {::) W @ == G Any Cloud

i3 m [ ] - o / aws
Container Cluster VM o
g Any On-Prem System
O e
Marketplace a P A
e p—— Edge e
Orchestration Open L?.J S\@ - ﬁ " CATY Ap% .
Orchestration ol D™ ° 'r ull (VMs, Containers, Clusters)
API . —WZ— cuc Ac i Open Source Foundation
o el .. WL EVE-OS | .
VISIbIIIty and Control; O\O/O e I_I (Part of Linux Foundat|0n)
© ° Device/App Deployment& & © )
©° ~ Remote Management Hyperscale Intel arm rﬁ%“ Any Hardware
AMDZU £ XILINX. (e.g. CPU, GPU, FPGA)

Ig’]‘. i

il

Embiiimasl
! |~|( |
i

Integrated Full-Stack I’C_ B 7 = Distributed Firewall &
-_— .
i i F——a——=a Net ki
Security & Encryption I'%‘, {J = etworking /

) Any Edge
Z= :DA i |?, @ ?f E (DeployyAnyv§here)
, Z=D=DA ‘
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Support for Any Application Deployment Model

Virtual Machines

* Windows-based legacy apps

* Pre-qualified Linux Images

* Deploying full container runtimes
(e.g. Kubernetes, Azure loT
Edge, AWS Greengrass)

Any Guest OS
== Windows ubuntu® sasej

1
@ RedHat YOCLO  (O(ebian —

~.

Containers
* Modern greenfield
apps (e.g. Edge Al)

App Images or

Container
Runtimes

App IIIII r
Containers 4
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Complete Visibility into Your Edge Operations

Birds eye view Real time full-stack statistics
v Bomay " drp m
DE |OE |k
Events Logs and reports
...... —

Network Flows
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ZEDEDA's Open Edge Ecosystem

Cloud and Application Enablement ~ Z.Ambyint  Channel (OEMs, SiIs and Distis)
A\ Azure  AWS o @ ptc  puRockwell  ,ccenture mbX  ARRGW

systems

Google Cloud
DevOps - Analytics and Data Management A TensorFlow
CWE SUSE  RANCHER OSaS Xcrosser GylatentA @penVING @ osii.
Security Networking (e.g. SD-WAN, switching, mesh)
R N — R
Z=D=DA\ "4"" NN CYBER Juniper - aaviatrix VyOS ©NETFoUNDRY
Consistfent orchestration regardless
of cholce of ecosystem velue-add Edge Application Frameworks Industrial Connectivity
pianovic  1OTech |ggitjgg‘-/ = kepware 3% omnio
Edge Compute Hardware Silicon

— »
Hewettbacard  LANNE@r  Lenovo o intel > EX

Enabling an Intelligent Planet Enterprise
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Customer Examples

Machine Builder

B BOBST Solution OEM End User

Large Oil and Gas Services Provider Global F500 Manufacturer

* Connected machines aa$S

®  Production in 5 weeks, saved 6 months of
development time

* Justified ZEDEDA business case at just 10

machines
Case Study
°  “SaaSifying” wireline process monitoring and analytics ° Extracting process data for analytics
* Consolidation of SCADA and NFV functions ° Passed extensive IT security audit
* Deployed on trucks in Kubernetes clusters for uptime * Deploying Azure loT Edge and Defender (CyberX)
PEOPLEFLO

AAATILIF A ¢ TLIR I >

* Al-enabled pump optimization
* Seamless integration with Azure loT

* Saved years of development time

: s Z=D2DA
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https://drive.google.com/file/d/1aoUS0wKz6sQK9qlNVj7FfmEisxqWcRjj/view?usp=sharing
https://drive.google.com/file/d/1e9gs_FE5hNGlYpdl_VD52KFLeFS580Ys/view?usp=sharing

G®e SUSE

TUESDAY, 18 MAY 2021

Innovate Everywhere Tom Callway




SUSE — COMPANY SNAPSHOT

SUSE solutions are powering thousands of enterprise customers’ mission-critical workloads, including electronic
banking systems and enterprise applications, autonomous vehicles, satellite operation centers, and life-

saving medical devices.

FAST FACTS

* 13 out of 15 largest FinServ firms

* 5 out of 5 largest technology firms
* Member of CNCF board and TOC
* Acquired Rancher Labs in 2020

* 13 out of 15 largest pharma firms
* 14 out of 15 largest aerospace firms
* 10 out of 10 largest automotive firms

INDUSTRY INITIATIVES & ASSOCIATIONS

Clgiouonatve [Ci] open s TILINUX I opc QEUSA
ORAN 5CAAD ,, 3

OpenPOWER AN R orcT open

A L LI A N CE Automotive Assi

adWs

o)

mE
BE \icrosoft (GO g|€ Alibane Cloud arm

—
HewlettPackard ORACLE s" vmware .v.
Enterprise TUAWE A

HUAWEI

AMD 1

DXC.technology

ol g oe~a <A Lenovo
CISCO. NVIDIA.

@ Copyright © SUSE 2021
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Digital transformation is powered
by innovation.

Innovation is happening
everywhere.

SUSE is here to help you...

Innovate Everywhere

S S




Tackling Customer Transformation Challenges

Bring apps and infrastructure into

Simplify and optimize
modern cloud computing

existing environments

Modernizing legacy
apps and
accelerating time to
market

Complexity of Run workloads
managing anywhere, 3 Container and
hybrid cloud containers, VMs, on- ovate ; Kubernetes
infrastructure and premises and across Everywhere . complexity
apps clouds Data Center
Cloud
Edge

: Simplify_

Reduce technology

Secure operation of Need to eliminate
debt

all mission-critical .
downtime
workloads

r

Per ations at th® ¢

Accelerate business innovation

Concerns about security, Breadth and complexity

Lack of a consistent platform from core,
of edge use-cases

to cloud, to edge privacy, compliance

@ Copyright © SUSE 2021



Powering Innovation With Leadership in Linux & Kubernetes

Catalog ﬂ" RANCHER Storage

Security The platform for managing all Kubernetes distributions Governance

kubernetes RKE N k3s LONGHORN

Datacenter Edge Block Storage

|
Compliance m SUSE Linux Enterprise Availability )|

S9JIAISS 1 1ioddng

& Security The most adaptable Linux operating system Management Other Linux

SLE Desktop / POS SLES for SAP Applications SLE Micro
SUSE Manager
SLE Server SLES for HPC SLE Extensions

Couod

Hybrid I-I—Ll
Cloud

Infrastructure

Datacenter Branch

@ Copyright © SUSE 2021




SUSE’s Open, Interoperable Approach

Other Kubernetes Distros

© #© 0O

Amazon EKS Azure AKS Google GKE

(OWE SUSE Linux Enterprise Other Linux Distros

® Amazon ORACLE &
ubuntu Linux LINUX Red Hat

SLES SLES for SAP  SLE Micro

Hybrid Cloud Infrastructure

" Copyright © SUSE 2021



Open, Interoperable Solution Bundles

SUSE Hybrid IT SUSE Edge

g "
ﬂ SUSE Rancher H SUSE Rancher

Cloud-native RKE

P K3S

LONGHORN LONGHORN

m SUSE Manager @ SUSE Manager

Cloud-ready

SUSE Linux

m SUSE Linux
Enterprise Server Enterprise Micro

GWE  Copyright © SUSE 2021 22




SUSE Rancher

Industry’s best platform for
full management of all Kubernetes
distributions

m Copyright © SUSE 2021




Our Unique Approach

5

It's @ multi- Treat all Kubernetes Value is in ‘Open’ approach
cluster world distributions as first Kubernetes to open source
class citizens management

m Copyright © SUSE 2021




Enables Production-Quality Kubernetes Everywhere

Containerized App 1 Containerized App 2 Containerized App 3

Platform Services (Build & Run)
Rancher iy Monitoring & Dashboards & Service - Longhorn
HELM 9 - A\ Istio : Y5’
Catalog ~NA Alerts Observability Mesh ~ Storage
Security & Authentication Policy Enforcement & Governance
Monitoring & RBAC, OPA, Pod &

RASNUCSHEE R == Active Directory SAML 0ktq Centralized Audit Logging CIS Benchmarking i

Simplified Cluster Operations & Infrastructure Management (Run & Manage)

Cluster Templates & Config Cluster Provisioning &

K8s Version Management GitOps Continuous Delivery Enforcement Node Pool Management Lifecycle Management

D e @ N k3s

EKS

kubernetes

Datacenter Branch

@ Copyright © SUSE 2021
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Current Kubernetes Solutions Built for the Cloud
Don't Work for the Distributed Edge

% Worker

Master

Worker

Kubernetes Worker

Worker
Cluster

Worker

27

Resource-intensive (cru, memory and storage)

Built for more homogeneous server
infrastructure

Assume physical and network
security perimeters

Lack autonomous operations

Require deep IT expertise to deploy
and manage

Z=D2DA
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Bridging the Gap to the Kubernetes Cloud Paradigm

Focus areas for example OSS projects

K3S kubernetes
RKE

EVE-OS
CEEND D CEED
CEED D CEED
N PR ¥ CEED D D
o<1\ T 1 S— & e e e 2 « 4+ 4
Zt: = 4 w: === [
.’ — S (‘A’) ﬁ ). ¢ 0+ & E.' Centralized
- o o — ; a Data Centers
Constrained Smart Device Edge On-Prem Data e Access Edge Regional Edge
Device Edge Includes loT (headless) and Center Edge g Server-based Compute Server-based Compute Server-based Compute in
Microcontroller-based, Highly End User Client Compute Server-based Compute in 3 at Telco Network and at Regional Telco and Traditional Cloud Data Centers
Distributed in the Physical World in Accessible Locations Secure Locations Edge Exchange Sites Direct Peering Sites

Reasons for Kubernetes at the distributed edge include
redundancy, scale out and IT standardization.

EVE-OS serves as a lowest-common denominator foundation
that scales up to meet the cloud/data center paradigm. e
2 Z2=O=DOA\ l



ZEDEDA Simplifies Support for any Kubernetes Distribution at
the Distributed Edge

29

Ghast

Flexible

o Any distribution (e.g., K3s, K8s, RKE) Z — D: DA SUSE
o Seamlessly deploy from app marketplace
o Open foundation fosters ecosystem and prevents lock-in @Z @

) )

* Simple Zero Touch Edge Kubernetes Workload
o No IT skills required for deployment and management Infrastructure Management Management from
o Automated From ZEDEDA Cloud Partner Cloud
o Designed for autonomous field operation

* Extensible

o Built for scale
o Optimized for distributed edge compute footprint
o Orchestration for any hardware, app, cloud (brownfield and

K3S
Master Worker

: Edge Node Edge Nod
greenfield) 2 RKE ge Node
* Secure
o Robust zero-trust security model from silicon to cloud Worker
o E.g., Root of trust, crypto-based ID, measured boot, remote 1/0 \ Edge Node /
disablement, distributed firewall -

Z=D2DA
y



Collaboration with SUSE for Supported K3s Distribution

K3s now available in the ZEDEDA app marketplace!

Kubernetes Edge @
—— — Kubernetes Cluster
Infrastructure Z:D: :)A
Management C/\—B SUSE Management

Server Node Legacy Legacy
| Workload Worker Node Workload

______________________________________________________________________________

______________________________________________________________________________

Edge Node Edge Node(s)

Open
Orchestration APIs

0

Q

M

.

Q

M

Deploy and Manage Kubernetes Clusters within Minutes!

: Z=D2DA
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Demo


https://youtu.be/yxGkqIuYCFQ

Mrs. T Approved!

32

| PITY THE FOOL

WHO MARUREL Y b ERLONS)

KUBERNETES AT THE EDGES
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Summary

33

Backed by industry leaders in DevOps,
orchestration, and open source development

Simple and automated Kubernetes
orchestration for the distributed edge

Robust zero-trust security model from silicon
to cloud

Extensible to any hardware, app and cloud

Support for any Kubernetes distribution (e.g.,
K3s, K8s, RKE)

Backed by an open ecosystem

Z=D=DA

Ghass

SUSE

Z=D2DA
y



Learn More and Get Engaged!

34

Z=D=DA W SUSE

Extend Managed
Kubernetes to the
Distributed Edge

Visibility, Security and Scale for Field Deployments of Kubernetes

Download the Solution Brief

www.zededa.com/ecosystem

Z=IJ=DA
Ghast

SUSE

Contact Us

jason@zededa.com
tom.callway@suse.com

Join our Developer Program
Email community@zededa.com to learn more

Z=D2DA
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mailto:community@zededa.com
mailto:jason@zededa.com

Q&A
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http://www.zededa.com/

EVE-OS Architecture e/~

EVE-OS

Controller

I I

) . Data |

| I :

I

l Additional
i App Image ;

: EVE Microservices Apps in

I Open Any

! OrChZSFflram” containerd 28 Windows Format

. Dom 0 (ur: divided in multiple Domos) Dom 1 Dom 2 Dom 3

Embedded Hypervisor (choice of Xen, KVM, ACRN)

Partition A Partition B

Wireless Radios EVE-Managed Storage for Apps

Root of Trust I1/0
(e.g. TPM) Virtualization

Edge Hardware

EVE-OS Overhead ' Remaining hardware resources

37 CPU: 1 Core i available for applications and data Z — D: D A
RAM: 512 MB ; ——— '

Disk: 512 MB



